
Themes for a textbook

Glenn Shafer
CWI E-Day

November 8, 2024

I revised these slides on November 11 in response to some of the questions and issues raised in the 
discussion.  See in particular slides 17 and 24.
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An introduction to game-theoretic statistics

Began book in late 2022, inspired by Eindhoven meeting.

Taught from earlier drafts, Spring 2023 and Spring 2024.

Want your feedback on the most novel themes.
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Ten Themes
1. Forecaster, Skeptic, and Reality easier to teach than Type I and Type II error

2. Keep it simple:  no measure theory, finite horizon

3. Distinguish Forecaster’s forecasts from Statistician’s conclusions

4. Cournot’s principle.  How it became paradoxical. Resolving the paradox.

5. Arguments for Kelly testing

6. The subjective and the objective:  Forecaster, Skeptic, Statistician

7. Compare the betting-score and p-value scales.

8. Replace statistical models with Oracle.

9. What is important in the generalization from standard probability?

10. Teach limits of statistics (and perils of gambling) while teaching statistics.
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1.  Forecaster, Skeptic, and Reality easier than Type I and Type II error
2.  Keep it simple:  No measure theory, finite horizon
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Betting with play money.

Protocol is imagined by Statistician.
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Protocol is imagined by Statistician.                                  Bet with play money.

Statistician tells Skeptic what to say.
Sometimes she also tells Forecaster what to say.

Sometimes she assigns Skeptic or Forecaster strategies at the outset.
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Statistician she
Forecaster he
Skeptic he
Reality she
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Sometimes I change Reality’s name to Informant.

Either way, this player announces facts that Statistician 
does not control.  
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3. Distinguish Forecaster’s forecasts from 
Statistician’s conclusions
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A test strategy is a strategy for Skeptic that 
• begins with unit capital and 
• never makes a move that risks making its 

capital negative.
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4. Cournot’s principle
 How it became paradoxical. 
 Resolving the paradox.

Cournot:  Events of high probability are practically certain.  

Principle considered fundamental  by Aquinas, Bernoulli, 
Condorcet, Borel, Levy, Kolmogorov, Ville, Doob, etc.

Critics evoke the lottery paradox:  A small probability event 
always happens. 
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Why was the lottery paradox overlooked before the 1960s? 
1. Earlier authors thought about “certainty” differently.  
2. Earlier authors did not begin with a probability measure.

To modernize Cournot’s principle, 
1. replace certainty with conclusion (or prediction) and 
2. use only simple high-probability forecasts as predictions. 

This works best with game-theoretic probability.
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Why was the lottery paradox overlooked before the 1960s? 
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1. replace certainty with prediction and 
2. use only simple high-probability forecasts as predictions. 

This works best with game-theoretic probability.
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Wouter asked during my talk, what is predicted?
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5.  Arguments for Kelly testing

Kelly’s argument:  
 Taking logs makes the process additive.  
 So the law of large numbers applies.

Another argument when testing by betting:
 Human perception is logarithmic.

The difference between 5 and 25 is huge.
The difference between 105 and 125 is neglible.
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6.  The subjective and the objective:  
  Forecaster, Skeptic, Statistician

Forecaster wants to resist Skeptic’s long-run tests.
Resisting Skeptic’s long-run tests includes matching Reality’s 
frequencies and averages.

Skeptic may use subjective probabilities to make Kelly tests.

Statistician might believe that Forecaster’s forecasts will succeed 
 (prove to be objective).
Statistician might have subjective probabilities matching Skeptic’s 
 (or Forecaster’s).
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7.   Compare the betting-score and p-value scales

My recommendation for interpreting betting scores:
         ≥ 3.5  mild discredit
         ≥ 10  strong discredit

Shrink inverse of a p-value to make it a betting score:
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Forecaster announces normal distribution with mean µ.
Skeptic tests with normal distribution with mean υ and the same variance.

s := betting score
s* := implied target

The rule of thumb is pretty good when Forecaster and Skeptic differ by a few σ.

Rule of thumb:
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AadityaVolodya

Volodya and Aaditya sought to make the betting score 
as close to 1/p as possible for very small p.
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Peter remarked, during my talk, that no general mapping 
from p-values to betting scores holds across problems. 

I agree. I also agree with Harold Jeffreys that if you get a Bayes 
factor (or betting score) larger than 100, it does not matter (so 
far as the intuitive message about practical certainty is 
concerned) how much larger it is.

We should use a rule of thumb for converting a p-value into a 
betting score only when we are given a p-value and do not 
have the time or information needed to calculate a betting 
score.
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8.  Replace statistical models with Oracle.

A game-theoretic 
model

Statistician imagines 
a game where she 
does not see all the 
moves.

What 
statistician 
sees
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9.      Which part of game-theoretic probability’s 
generalization of standard probability is most important?

1. Forecasts need not be complete probability distributions.

2. Game-theoretic law of large numbers applies even when 
Forecaster is a free agent.

3. Independent variables can be determined in the course of an 
experiment (or series of experiments) without having 
probabilities.
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1. Forecasts need not be complete probability distributions.
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2.  Game-theoretic law of large numbers applies even 
      when Forecaster is a free agent.
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3.  Independent variables can be determined in the course of an     
      experiment (or series of experiments) without having probabilities.
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Strategy for Forecaster is built into protocol.
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10. Teach limits of statistics (& perils of gambling) 
while teaching statistics

The law of large numbers permits wide deviations.

There are many other pitfalls in prediction by induction.

Delusions of martingaling.
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Ten Themes
1. Forecaster, Skeptic, and Reality easier to teach than Type I and Type II error

2. Keep it simple:  no measure theory, finite horizon

3. Distinguish Forecaster’s forecasts from Statisticians conclusions

4. Cournot’s principle.  How it became paradoxical. Resolving the paradox.

5. Arguments for Kelly testing

6. The subjective and the objective:  Forecaster, Skeptic, Statistician

7. Compare the betting-score and p-value scales.

8. Replace statistical models with Oracle.

9. What is important in the generalization from standard probability?

10. Teach limits of statistics (and perils of gambling) while teaching statistics.


	Themes for a textbook
	Slide Number 2
	Slide Number 3
	Slide Number 4
	Slide Number 5
	Slide Number 6
	Slide Number 7
	Slide Number 8
	Slide Number 9
	Slide Number 10
	Slide Number 11
	Slide Number 12
	Slide Number 13
	Slide Number 14
	Slide Number 15
	Slide Number 16
	Slide Number 17
	Slide Number 18
	Slide Number 19
	Slide Number 20
	Slide Number 21
	Slide Number 22
	Slide Number 23
	Slide Number 24
	Slide Number 25
	Slide Number 26
	Slide Number 27
	Slide Number 28
	Slide Number 29
	Slide Number 30
	Slide Number 31
	Slide Number 32

